ON THE CONSTRUCTION OF LIAPUNOV'S FUNCTIONS
FOR SYSTEMS OF LINEAR FINITE DIFFERENCE
EQUATIONS WITH VARIABLE COEFFICIENTS

(O POSTROENIX PUNKTSII LIAPUNOVA DLIA SISTEM LINEINYKH URAVNENII
V KONECHNYKH RAZNOSTIAKE S PEREMENNYMI KOEFFITSIENTANI )

PMM Vol.29, M 5, 1965, pp. 821-827

Ta.N. ROITENBERG
(Moscow)

(Received May 14, 1965)

In this paper there is presented one of several possible methods of the con-
struction of Liapunov's function for a system of linear difference equations
with variable coefficlents, and of deriving sufficient conditions for asymp-
totlc stabllity of the trivial solutlon of the mentioned systems. The pro-
posed method is an extenslion of the author's work [1] which was a study of
systems of linear differentlal equations with variable coefficients. This
method permits one to determine the reglon of the space of the coefficlents
within which the functions gwhich are the varisble coefficients of the con-
sidered system of equations) may vary without violation of the stability of
the system,

Problems in which the law of variation in time of the variable coeffilci-
ents 1s not known in advance but in which there are known only the boundaries
within which these coeffilclents are enclosed, occur quite frequently in
applications [2].

1. Let us consider the system of difference equations

xj(t+f)+k§1bjk(t)$k(¢) =0 (=1 ...n) (1.1)
Introducing the functions
Le(®) =bi(t) + a (a5 =const) (1.2)

where g, are constants to be determined lated, the system {1.1) may be
reduced to the form

n n
T; (t +-1) = E Ay (t) — 1:2 l;k (t) Tk (t) (i=1,...,n) (13)
k=1 =1
Along with the system (1.3), we shall also consider the following system
of nonhomogeneous difference equations with constant coefficlents:

Bt +1= % aum @) +y @) =t (1.4)
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The system of scalar equations (1.4) is equivalent to the matrix equation

F(T)z(t) =y () (/(T) = ET —a) (1.5)
Here
z(@)=\|z®),  e=laxl, y@) =|y@)]| (1.6)
£ 1s the unit matrix, and 7T denotes the translation operator defined by
Tx(t) =z (t + 1) (v = const) (1.7)
The determinant of the matrix p(T) is
T—au — ais .o ) —am
detf/(TY=| « « ¢« ¢ . ¢« v s . v e (1.8)
—ay —a,, e T—a,,

The roots of the characteristic equation

det f (y) =0 (1.9)

will be denoted as follows: the real roots by x, (g = 1,..., g’), the com-
plex roots by a4 PBui (A =1,...,5’). The number of roots of the character-
istlc equation 1s n = g’+ 23” . We shall assume that all roots of the
characteristic equation (1.9) are simple roots. This can be achieved by a
proper cholce of the matrix a .,

Below we shall need the general solution of the matrix equation
Te — ax =0 (4.10)

Denoting by ~ the integral part of t/w , one can express the general
solution of Equation (1.10) in the form

r= 2 ngg @) ‘Kgs + 2 {Vs’—i—h [As'+h )+ iAs'+s”+h ®)) (o + Bhi)s +
g:l h=1

+Vgrgrn [Ag i () — tAg g oo n (O] (2, — ByD)%) (1.11)
Here, v, 1s a nonzero column of the matrix
F(tg) = [F (Dl

where F(T) 1s the adjoint matrix of the matrix z(7) . By ‘VQ441 we denote
the nonzero column of the matrix F(qh+ B,1), and by Y}+4~;h the same
colum of p(g,— 8,2} . The similarly located elements of the matrix columns
Vy+h and V,, .., are therefore complex conjugates.

The function 4,(t) (% = 1,..., n) which occur in the expression (1.11)
are arbitrary real periodic functions of period 1. The form of these func-
tions can be determined by means of the solution of Equation (1.5) if one

specifies the functions x,(¢) (7 = 1,..., n) on the interval of time
O< ¢t < 71 .

We note that since by hypothesis all roots of the characteristic equation
(1.9) are simple, the ranks of the matrices F(x,) and r(a,+ 8,1) are equal
to one, 1.e. the nonzero column of each of these matrices are proportional
to each other. For the sake of convenlence one can normalize the matrix
cotumns Vp Ve p, Vyygvipy which appear in Expression (1.11), by dividing
each element of each of these marices by one of 1ts nonzero elements. This
leads to the following relation:

vng = F (xg) (1.12)
Here B, 1s & row of the matrix F(“-) which contalins the element, the
division by which led to the column v, . Analogously,
Vy+hBy+h=:FTdh4'BM% Vy+w+h3y+y+h::ﬁ(ah"8h0 (1.13)

where the corresponding elements of the matrlx rows 1%:+h and -Bsq4"+h are
complex conjugate quantities.

Let us denote by r the compounded natrix row whose elements are the
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matrix columns of (1.11),

r= ll Vi... 0y V.. .V &+8” Vs’+s"+1 oo Vs'+2s” “ (1-14)
We introduce the matrix & =||& ,||(] 1, ..., n) with the aid of the
linear transformation =18 (1_15)
Since B (¢t + 1) = r 'z (t + t), we have in accordance with (1.5) the
relation TE = kB + r“y (t) (k = rlar) (1 16)
Here the matrix » has the following form
x O 0 ‘ 'ul 0...0
k= 0“+Bi 0 , =] o ¢« o o s o ¢
0 0 a—Bi tO 0. . .%
ar+PBii 0 ... 0
apBim] e e e (.47
l 0 0 iBs»l |
The relation (1.17) can be verified in the followi&g \gi Substituting
into Equation (1.10) the particular solution * = ru =1,...,n),
where 7, 1s a column of the matrix (1.14) while Yu 1s aoroot of the char-
acteristic equation (1.9), we find that (BT, — a)r,a, (t)y . Hence,

tl"}L = I,Y,- Since the matrix x 1s a diagonal matrik in w}’flch ky; = '\',,
g =0 (1 % 1), it follows from the preceding relation that gr = rx ; and,
élnce is a nonsingular matrix, then r“lgr = » .

The matrix equation (1.16) is equivalent to the following system of sca-
lar equations: TEy= XgEg + Yg (t) (g=1,... 5
TEB'+h = (U«h + Bhi)Es'Hi + Ya’+h (t)
TEs‘+s"+h = (_a'h - Bhi) Es"+s”+h + Ys’+s"+h (t) (h=1, ..., ") (118)
where

Y (t) = rly () (1.19)

Let us Introduce new variables

Eg (g = 11'- S S'), MNhs Ch (h = 17 C e ey 3”)
with the ald of the relations

Eg=§g (g=1,...,59)
Es'+h = 1/2 (nh_i;h)’ Es’+s"+h = l/a'(flh + lgh) (h=1,...,5) (1'20)

From the relations (1.14) and (1.19) it can be seen that the elements of
the matrix columns Ys’+h(t)‘ and Y,y 4n(f) are complex conjugates. With
this in mind, one can, in accordance with (1.18), represent the difference
equations which are satisfied by the new variables in the form

T'gg = xggg + k§1 (r_l)gkyk (t) (g = 1! R S,)
T, = ey + Byby, +2Re 3 e, 8 ()

Tg, =— Buny, + 8, — 21m ,,21 (r_l)s’+h, P (&) (h=1,...,5") (1.21)

Let us return now to the original matrix equation (1.3). In order that
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the system of equations (1.21) may be equivalent to the matrix difference
equation (1.3), it 1s necessary to assume, in accordance with (1.%), that

Y, (t) = —-:glz,w ()za(t)  (k=1,....n) (1.22)

It is still necessary to express the x, , in the relation (1.22), in
terms of the new variables £,, n,, (,. The matrix relation (1.15) can be
presented, according to (1.14), in the form

’ ”
8

8
T = ggl ”gEg + hE (Vs‘+hEs’+h + I/'s’+s”+hEs’+s"+h) (123)

=1
Taking into account the fact that the elements of the matrix columns
Vs:_|_h and Vs'+s"+h are complex conjugate, and using the notation
Vesne Vessrin = Vssn = i0ss5m1n (124)
we obtain, corresponding to (1.210),'

<’
8

X = Z UgE,g + % Z [(Us’+h + ivs'+s”+h) (ﬂh—iCh) +
h=1

g=1
or + (vs'+h - iv9'+s”+h) (7];1 + l;h)] (1 25)
L= ggl vele + hgl (vserMy, + Vs574nGh) (1.26)
The elements of the matrix x will be
Ts = gZ_]l vgc'ég -+ h21 (vs7sn, L + Vgismin, obn) (e=1,...,n) (1-27)

Substituting in the right-hand side of Equation (1.21) in place of the
functions y, (¢) thelr values from (1.22) and (1.27), one can reduce Equations.
(1.21) to the form

S

TEg = ngke + kgl P (2) &k + ;;l [ver () my, + Par () 5,1 g=1 ..

”

T, = o, + 8,5, + k§1 Werih, k (£) Bk + )‘Z [Vsran, 2 ()M, + Py 2 (D&,

=1

o
-
Tgh = B,ﬂ'lh + ahch + hz Ws'+s"+h, k (t) Ek+ (128)
=
&
+ )\21 [VS'+s”+h. A (®) LD + Osismin, 2. (®) g)\] (h=1,... )
The system of equations (1.20) 1s equivalent to the original equation
(1.1).
We note now, that in the transition from the original equation (1.1) to
the equation (1.3) no restrictions were lald on the coefficients a, ; it
was only required the the relatlons (1.2) hold. Below we shall show that

the coefficients g, be best chosen so that all the roots of the character-
istic equation (1.9) might be simple and that they satisfy the conditions

[ 1<t (g=1,..ns)  fay 8,011 (h=1,...,8" (1.29)

If these condltions are satisfiled, the solutlons of the homogeneous equa-
tion (1.10) will tend asymptotically to zero when ¢ - «
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2. The system of equations (1.28) is also a system of linear difference
equations with variable coefficients similar to the original system (1.1).
However, for the system (1.28) one can give a simple method of construction
of Liapunov's function which permits one to obtain sufficient conditions for
the stabllity of the trivial solution of this system.

Let us take the Liapunov function in the form

V——S‘gg—Z(nhHh) (2.1)

The function vV 1s negative-definite Its first difference
=— E (B2 (¢t + 1) — &2 ()] —
— Z [n,? (t+r)—n,,“ )+ 52+ 7v)— 5,2 (0] (2.2)

takes the f'ollowing form, after the substitutlion of the values &g (¢ + 1),
Mm@+ 1), Ln(t -+ 1) from Equations (1.28)

AV = 2 [(1 — %g?) B — 2mgE Ay — AP +
+ 2 {[1 - (ah + th)] (Tlh ‘+‘ Ch“) - 2 [(d‘hAs +h— Bh s+s”+h) Tlh
+ (Bh s+h O"hAB'+S”+h) Eh] - s'+h - As’+s”+h} (23)

where by A, (7 = 1,..., n) we denote the functions

Aj = kz Wik (t) §k+ 7\21 ['VJ.)‘ (t) TIA +p]1 (t) g)‘] (f=1... n) (24)
=] =
which occur in the right-hand side of Equatims (1.28).

Equations (2.3) and (2,4) show that the function Ay is a quadratic form
in the varlables £,, n,, ¢, of the form

s

AV = 2 [1—n?+¥; ()18 +

g=1

+ 2 {11 — (@2 + Br®) + Foan ()] M + [1 — (an® 4 Ba?) + Vorsarsn (8)] Cn?} +
+ 2e10t2Es + 20158185 + - - -+ 261, susrBiMer - - o A 2010818 +
+ 20538585 -+ - - - 4 265, 45BN - - A 200808+ - L+ 2cn_1, nGar-1Cer (2.9)

The coefficlents ¢,, (1 # J) of the quadratic form (2.5), as well as the
functions ‘Fj (t) (] =1,..., n), are combinations of the original variable
coefficlents [y (2).

In the particular case when the original coefficlents I, () =0(, k= 1,...
.» n), the function (2.5) take the form !

s

AV = Z (1 —%2)E2+ 2 (1 — (2,2 + B2 (M2 + 52 (2.6)
( If the roots of ’che characteris’cic equation (1.9) satisfy the condition
1.29)
|"‘g|<1 (g=1,....5), la, +Bpi <<t (h=1,....5")

then the function (2.6) 1s positive-definite and the sign is the opposlte of
the sign of the Liapunov function V .
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If the conditions (1.29) are fulfilled, the solution {1.11) of the matrix
equation (1.10) will tend asymptotically to zero as ¢ - = , i.e. the trivial
solution of Equation {1.10) is asymptotically stable.

Tan T e ano Ve S oo A P 7 AN . Y F2 T A Y
4ii Lne geénera.l case, wnen the functions L () =V {J, £ = 1,...,n), it

is necessary to consider the quadratic form (2.5). Its discriminant has the

form Y
D=|wvnn.. @.7)
Cnl c - 2 Oy
where
ngzi-—‘%gz—i—‘}fg(t) (g=1,~--;s')
Csih, s+h = 1 — (ag? + Br?) + Forsn (£) (2.8)

Cy'as”4h, s'+8"+h &= 1— (ahz + th) + lFs’{-s”Hz (t) (h= Lo s")

If for every ¢ > O all principal dlagonal minors of the discriminant
(2.7) are not less than some positive number, then the first difference ayp
of Liapunov's function (2.1) will be a positive-definite function and its
sign will be opposite to the sign of Liapunov's function.

It is shown in [3], where an extension of Liapunov's theorem to equations
for finite differences is given, that this property of the first difference
of Liapunov's function is a sufficlent condition for the asymptotic stability
of the trivial solution of a system of equations in finite differences.

Thus, the conditlons of strong positiveness at any time ¢ > O of all
principal dlagonal minors of the discriminant (2.7) are sufficlent conditions
for the asymptotic stability of the trivial sclution of the original system
(1.1) of difference equations with variable coeffilcients.

Since the obtalned conditions for stabillty are sufficient but not neces-
sary, one can sometimes, by varying the form of the function V¥ , broaden
the region of stabllity obtained from the condition of the sign-definiteness

of AV 1in the space of the parameters of the system. In order to be able
to vary the function v , 1t may be taken in the form

5"

- . - N
Ve — ﬂZl Pl — "}711 (P in? < Py sy (2.9)

where the coefficlents p, (J = 1,..., n) must be strongly positive. The
cholce of the coeflicients p, can be subjected to definite requirements;
for example, certain terms of the principal diagonal minor of the discri-
minant (2.?5 may be made to vanish.

The choice of the coefficients ¢,  which appear in the expression {1.2)
should alsc be subjected to the requirement of the maximal broadening of the
region of stabillity in the space of the parameters of the sybtem.

3. As an example, let us consider the following system of difference equa-
tions:
ons Tay — @y — kae = 0, Tas 4+ m (ay — (1 — Aay = 0 (3.1)

In Equations {3.1) the coefficients  and ¥k are assumed to be real
posltive.

The system (3.1) can be put into the form
To, — 2y — kxy = 0, Txy =+ Guy — (1 — hh)ae = g (t)xy 2 (1) == a0 — m (1)) (3.2)

Here the coefficient ¢ 1in the second equation of (3.2) 1s chosen so that
for the system of different equations
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Tzy — x; — kzy = 0, Tzy + 02y — (1 — ARz, =0
the characteristic equation
P?—Q2— M)y +1— Ak + k=0
may have a palr of complex roots f,, T, = a 4 Pi, whose absolute value
(@ + P < 1

In order that thls may happen, the coefficlent ¢ must satisfy the con-
ditlons

o > Y A%, 01— Ak + ko < 1

Let us now go ever to the new variables n and { which, in accoedance
with (1.27), are introduced with the aid of the relations

1—
n=n  m——ont L (33)

The difference equations which are satisfied by n and (¢ , in accordance
with (3.2) are

™ = an + PL, T =[—§ + g @) + al (3.4)
» We take Liapunov's function, according to (2.1), in the form
V=~ (p+10) (3.5)
The first difference of the functiog ¥ , by the difference equation (3.%),
will be AV = cym? + 2e,m% + eyl (3.6)
where

p=1—a2— B— kg M), cp=—hplg@), ea=1—(2+p) @7

The sufficient conditions for asymptotic stability of the trivial solution
of the system of the difference equations (3.1) are that for any ¢ > O the
principal diagonal minors of the discriminant of the quadratic form (3.6)

Dy = ¢y (t), Dy=en (t) C22 (t) — [e12 (t)]z (38)
must be not less than some positive number.

For the given values of the system's parameters A and % one can deter-
mine from these conditions a strip

n<gW)<g

within which the function g(t) can vary arbitrarily, without violation of
the stability of the system.
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